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OBJECTIVES 
In older people with acquired hearing loss, investigate whether there are differences among auditory, visual (lipread), and audio-visual spoken words with respect to: 

• Perceptual encoding speed 

• Working memory representations. 

BACKGROUND 
Current theories of spoken word recognition assume implicitly that the same abstract phonological code underlies spoken words' memory representations irrespective of the sensory modality through which the representations are activated; that is, auditory (A), visual (V), and audio-visual (AV) speech signals differ with respect to the phonetic information they afford, but not the phonological representations they activate (Campbell, 1990). However, even if speech processing is not modality-bound, the phonetic informational differences associated with modality can be expected to affect the efficiency of perceptual encoding of spoken words, as informational differences between natural and synthetic speech do (e.g., Pisoni & Greene, 1990). To the extent that modality differences involve more than just phonetic information (e.g., Campbell, 1985, 1992), they might also affect the quality of words' working memory representations. Such modality-related effects could limit or potentiate the success of speech communication. 

Perceptual encoding speeds for A, V, and AV speech have not been compared previously. Assuming that 1) V tends to afford less phonetic information per unit of time than A or AV, and 2) the amount of useable phonetic information per unit of time is the main determinant of perceptual encoding costs for speech, then encoding V should be slower than encoding A or AV. Based on observations of 1) faster choice RT to phonetically richer than to phonetically poorer speech signals, e.g., natural vs. synthetic speech (see Pisoni and Greene, 1990); and 2) faster choice RT to bimodal than to unimodal non-speech stimuli (e.g., Hughes et al., 1994), it would not be surprising to find faster perceptual encoding of AV than A spoken words. However, in a choice RT experiment using synthetic speech syllables, Massaro & Cohen (1983) found no speed "benefit" for AV versus A stimuli. 

The speed of retrieving information from working memory, as when a probe stimulus must be judged for membership in a short list of memorized items (Sternberg, 1966), can reveal characteristics of working memory representations. Typically, stimulus quality degradation slows encoding but does not slow retrieval. The classical account of this immunity of retrieval operations from stimulus quality factors is that the operands of the retrieval process are represented in an abstract internal code from which stimulus quality properties have been removed (Sternberg, 1967). Therefore, if it is appropriate to conceive of V speech stimuli simply as degraded (informationally poorer) forms of AV or A events, working memory representations arising from V speech signals should be retrieved with the same speed as representations arising from A or AV signals. If modality differences involve more than phonetic information, however, spoken words received in various modalities could have systematic representational differences which might be revealed by characteristic retrieval speeds. 

APPROACH 
Task: 
Sternberg "memory scanning": Subject is presented serially a "memory set" of 1-4 spoken words, then is presented a "probe" to which he/she makes a speeded YES/NO response to indicate whether the probe is a member of the memory set (Sternberg, 1966, 1967, 1969a, 1969b, 1975). See Figure 1. 
  

[image: image1]
Fig. 1.  Schematic representation of a typical memory scanning trial.  Trial decpicted has a memory set size of 3 and a correct YES response. 

Design: 
All within-subjects. 

Dependent Variables: 
Intercept and slope of the memory set size-reaction time (RT) function, as fit to a linear model. Intercept relates to perceptual encoding cost. Slope relates to memory retrieval speed, i.e., the speed with which comparisons are made between working memory representations of the encoded memory set items and probe. 

Main Independent Variable: 
Modality (auditory, visual, audiovisual) of spoken word stimuli. 

Other Independent Variables: 
Subject age and 3-frequency pure-tone average audiometric threshold (PTA), a measure of severity of auditory disability. 

METHODS 
Subjects: 
• N = 26; 
• Mean age = 66.2 y., std. dev. = 6.12 
• Mean 0.5, 1, 2 kHz average audiometric threshold = 37 dB HL, std. dev. = 11.6 (see Figure 2). 
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Stimuli: 
Two tokens of each of 10 words from the CID W-22 list, spoken by one talker, professionally video recorded on optical disc: 

bread, ear, felt, jump, live, owl, pie, star, three, wool 

This set of words was selected so as to allow 100% accurate closed-set identification in A, V, and AV modalities. 

Procedure: 
• After passing a 20/30 vision screening test, subjects established their most-comfortable listening levels (MCL) for monotic, better-ear, linear-amplified presentation of the spoken words under an Etymotic ER-3A insert earphone. All subsequent auditory testing was done at individual subjects' MCLs. 

• In a screening test, subjects had to demonstrate perfect recognition of the 20 stimuli (10 words × 2 tokens) in A, V, and AV modalities, given advance knowledge of the words. Five subjects out of 33 recruited (15%) did not pass the V (lipreading) part of this screening. 

• After a 20-trial practice block in each modality, subjects completed three 80-trial A, V, and AV test blocks in counterbalanced order over three 2-hour sessions, thus providing 240 responses per modality and 60 responses per memory set size within a modality. See Figure 2 for trial design. 

• For each subject, 12 RT means were calculated (3 modalities × 4 memory set sizes). Incorrect responses were discarded, as were responses more than 2.5 standard deviations greater than the mean for each of the 12 cells (Ratcliff, 1993). Least-squares lines were fitted to the four data points representing each subject's memory set size-RT function. Two subjects out of 28 were dropped because of excessive errors or excessively long RT in testing. 

RESULTS 
Figure 3 displays the main RT results. Figure 4 summarizes response accuracy. 
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Perceptual Encoding Speed: 
The intercept (b0) of the linear model of a subject's memory set size-RT function is assumed to represent the sum of encoding speed and motor execution speed. Motor execution speed is assumed to be constant within a subject, so it is relative differences among conditions within a subject that indicate factor effects. Wilcoxon Signed Ranks Tests (2-tailed) were performed on the intercepts of each modality pairing (AV-V, A-V, AV-A). The difference between each modality pairing was significant: 

• 25/26 subjects encoded AV faster than V (z = 4.41, p < .001) 
• 21/26 encoded A faster than V (z = 3.72, p < .001) 
• 21/26 encoded AV faster than A (z = 3.44, p < .001). 

Retrieval Speed: 
The slope (b1) of the linear model of a subject's memory set size-RT function is assumed to represent the time it takes to "scan" one item in working memory. The average r2 of linear models was greater than 0.9 for all three modalities, indicating that the data are well fit by a linear model. Wilcoxon Signed Ranks Tests (2-tailed) were performed on the slopes of each modality pairing, and showed that both AV and A scanning speed are significantly faster than V, but AV scanning speed is not significantly faster than A: 

• 20/26 subjects scanned AV faster than V (z = 3.39, p < .001) 
• 18/26 scanned A faster than V (z = 2.86, p < .004) 
• 14/26 scanned AV faster than A (z = 1.18, ns). 

Response Accuracy: 
Although subjects showed perfect AV, A, and V word identification accuracy during screening, in RT testing they made significantly more response errors in the V condition than in A or AV, as indicated in Figure 4 and in the outcomes of Wilcoxon Signed Ranks Tests (2-tailed). In V, number of errors was significantly correlated with memory set size (r = .351, p < .01). 

• 22/26 subjects made more errors in V than AV (z = 3.78, p < .001) 
• 21/26 subjects made more errors in V than A (z = 3.89, p < .001). 

Effects of Age: 
Age was significantly positively correlated with encoding speed only in V (r = .508, p < .01). Age was not significantly correlated with scanning speed in any modality. There were no significant correlations between age and modality-specific or overall error rates. 

Effects of Severity of Auditory Disability: 
The 3-frequency (0.5, 1, 2 kHz) pure-tone average audiometric threshold (PTA) was used as a measure of severity of auditory disability. PTA was not significantly correlated with encoding or scanning speed in any modality, nor with error rates. 

CONCLUSIONS 
Encoding Speed: 
• Encoding of lipread speech is slow, even with a closed set of words for which recognition accuracy is close to perfect. 

• Encoding of auditory speech is speeded up by the addition of visual speech information. This speed-up could partially underlie findings of superior understanding of audiovisual spoken discourse (e.g., Reisberg, McClean, and Goldfield, 1987). 

Working Memory Representations: 
• As measured by memory retrieval speed in the memory scanning task, representations of lipread words might be different from those of auditorily or audio-visually perceived words. 

• There is no evidence for representational differences between auditorily and audio-visually perceived words. 

Aging and Audiological Factors: 
• Aging affects speed of encoding visual speech. 

• Within the tested range of hearing loss, severity of auditory disability has no effect on modality-related encoding and retrieval speed. 

Alternative Accounts: 
Differences in error rates among the modalities suggest possible modality-related differences in attentional demands. Apparent representational differences could be due to under-rehearsal of memory set items due to competing demand of difficult encoding. However, this account is inconsistent with the classical claim of independent encoding and retrieval information processing stages. 
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